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ABSTRACT: This paper deals with the problem of speech enhancement when a corrupted speech signal with an additive Gaussian white noise is the only information available for processing. Speech enhancement aims to improve speech quality by using various algorithms. The objective of enhancement is improvement in intelligibility and/or overall perceptual quality of degraded speech signal using audio signal processing techniques. Enhancing of speech degraded by noise, or noise reduction, is the most important field of speech enhancement. Kalman filtering is known as an effective speech enhancement technique, in which speech signal is usually modeled as autoregressive (AR) process and represented in the state-space domain. Kalman filter based approaches proposed in the past, operate in two steps: they first estimate the noise and the driving variances and parameters of the signal model, then estimate the speech signal. Kalman filtering arise some drawbacks. We need to modify the conventional Kalman filter algorithm. Conventional Kalman filter algorithm needs to calculate the parameters of AR(auto-regressive model), and perform a lot of matrix operations, which is generally called as non-adaptive. In this paper we provide a alternate solution that avoids explicit estimation of noise and driving process variances by estimating the optimal kalman gain. It eliminates the matrix operations and reduces the computational complexity and we design a coefficient factor for adaptive filtering, to automatically amend the estimation of environmental noise by the observation data. Experimental results shows that the proposed technique is effective for speech enhancement compare to conventional Kalman filter.
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1. INTRODUCTION

Speech enhancement using a single microphone system has become an active research area for audio signal enhancement. The aim is to minimize the effect of noise and to improve the performance in voice communication systems when input signals are corrupted by background noise. There are various filtering techniques for speech enhancement like spectral subtraction, signal subspace, wiener filtering, kalman filtering. On analysis of SNR values using colea (a MATLAB signal processing tool) we observed that these techniques have some drawbacks and are not efficient compared to adaptive kalman filtering. A Kalman filter is simply an optimal recursive data processing algorithm. There are many ways of defining optimal, dependent upon the criteria chosen to evaluate performance. One aspect of this optimality is that the Kalman filter incorporates all information that can be provided to it. To overcome the drawback of conventional Kalman filtering for speech enhancement. This algorithm only constantly updates the first value of state vector X(n), which eliminates the matrix operations and reduces the time complexity of the algorithm. Actually, it is difficult to know what environmental noise exactly is. And it affects the application of the Kalman filtering algorithm. So we need a real-time adaptive algorithm to estimate the ambient noise. We add the forgetting factor which has been mentioned by and to amend the estimation of environmental noise by the observation data automatically, so the algorithm can catch the real noise. This paper is organized as follows. In section 2 we present the speech enhancement algorithms briefly. Section 3 is concerned with adaptive kalman filtering. Comparison of all mentioned methods and results are part of section 4.
II. FILTERING TECHNIQUES FOR SPEECH ENHANCEMENT

A. SPECTRAL SUBTRACTION

Spectral subtraction is a method for restoration of the power spectrum or the magnitude spectrum of a signal observed in additive noise, through subtraction of an estimate of the average noise spectrum from the noisy signal spectrum. The noise spectrum is usually estimated, and updated, from the periods when the signal is absent and only the noise is present. The assumption is that the noise is a stationary or a slowly varying process, and that the noise spectrum does not change significantly in between the update periods. For restoration of time-domain signals, an estimate of the instantaneous magnitude spectrum is combined with the phase of the noisy signal, and then transformed via an inverse discrete Fourier transform to the time domain. The noisy signal model in the time domain is given by

\[ y(n) = x(n) + v(n) \]  
(1)

where \( y(n), x(n) \) and \( v(n) \) are the signal, the additive noise and the noisy signal respectively, and \( n \) is the discrete time index. In the frequency domain, the noisy signal model of Equation 1 is expressed as

\[ Y(f) = X(f) + V(f) \]  
(2)

Where \( Y(f), X(f) \) and \( V(f) \) are the Fourier transforms of the noisy signal \( v(n) \), the original signal \( x(n) \) and the noise \( v(n) \), respectively, and \( f \) is the frequency variable. In spectral subtraction, the incoming signal \( x(n) \) is buffered and divided into segments of \( N \) samples length. Each segment is windowed, using a Hanning, Hamming or Kaiser window, and then transformed via discrete Fourier transform (DFT) to \( N \) spectral samples. The windowing operation can be expressed in the frequency domain as

\[ X_w(f) = W(f) \ast Y(f) \]  
(3)

where the operator \( \ast \) denotes convolution. The equation describing spectral subtraction may be expressed as

\[ y(k) = H_x(k) + n(k) \]  
(4)

where \( |X(f)|^b \) is an estimate of the original signal spectrum |\( Y(f)|^b \) and \( |V(f)|^b \) is the time-averaged noise spectrum. It is assumed that the noise is a wide-sense stationary random process. For magnitude spectral subtraction, the exponent \( b = 1 \), and for power spectral subtraction, \( b = 2 \). The parameter \( a \) in Equation (4) controls the amount of noise subtracted from the noisy signal. For full noise subtraction, \( a = 1 \) and for over-subtraction \( a > 1 \). The time averaged noise spectrum is obtained from the periods when the signal is absent and only the noise is present as

\[ \overline{|V(f)|^b} = \frac{1}{K} \sum_{i=0}^{K-1} |V_i(f)|^b \]  
(5)

In Equation (5), \( |V_i(f)|^b \) is the spectrum of the \( i \)th noise frame, and it is assumed that there are \( K \) frames in a noise-only period, where \( K \) is a variable. For restoration of a time-domain signal, the magnitude spectrum estimate |\( X^*(f) \)| is combined with the phase of the noisy signal, and then transformed into the time domain via the inverse discrete Fourier transform as

\[ \hat{x}(n) = \sum_{k=0}^{N-1} \hat{x}(k) e^{j\theta(k)} e^{-j2\pi kn/N} \]  
(6)

where \( \theta(k) \) is the phase of the noisy signal frequency \( Y(k) \). The signal restoration equation (6) is based on the assumption that the audible noise is mainly due to the distortion of the magnitude spectrum, and that the phase distortion is largely inaudible. Evaluations of the perceptual effects of simulated phase distortions validate this assumption. Owing to the variations of the noise spectrum, spectral subtraction may result in negative estimates of the power or the magnitude spectrum. This outcome is more probable as the signal-to-noise ratio (SNR) decreases. To avoid negative magnitude estimates the spectral subtraction output is post processed using a mapping function \( T[·] \) of the form, Equation (7)
Spectral subtraction may be implemented in the power or the magnitude spectral domains. The two methods are similar, although theoretically they result in somewhat different expected results.

**B. WIENER FILTERING**

The wiener filter was proposed by Norbert Wiener in 1940. It was published in 1949. Its purpose is to reduce the amount of noise in a signal. This is done by comparing the received signal with a estimation of a desired noiseless signal. Wiener filter is not an adaptive filter, as it assumes input to be stationary. The aim of the process is to have minimum mean square error. In signal processing, the Wiener filter is a filter used to produce an estimate of a desired or target random process by linear time-invariant filtering an observed noisy process, assuming known stationary signal and noise spectra, and additive noise.

The Wiener filter is similar to Spectral Subtraction in the way it is derived and attempts to minimize the mean-square error in the frequency domain. A noisy signal \( s(n) \) can be expressed as

\[
S(n) = x(n) + y(n)
\]  

(8)

Here \( x(n) \) is the clean speech signal and \( y(n) \) is the additive noise signal. This same equation in the frequency domain now becomes

\[
S(f) = X(f) + Y(f)
\]  

(9)

Where \( X(f) \) is the signal spectrum, \( Y(f) \) is the noise spectrum. The Wiener filter is written as

\[
W(f) = P_{xx}(f)/\left(P_{xx}(f) + P_{yy}(f)\right)
\]  

(10)

Where \( P_{xx}(f) \) the signal power spectrum and \( P_{yy}(f) \) is the noise power spectrum. Taking this equation and dividing top and bottom by \( P_{yy}(f) \) and letting

\[
W(f) = \text{SNR}(f)/(\text{SNR}(f) + 1)
\]  

(11)

This Equation gives us an important insight into how noise reduction systems work by using a function of the estimates of the SNR ratios to change the spectral amplitudes of signals disrupted with noise. Wiener filtering is not applicable for continuous speech signals. For the quality of speech SNR still needs to be improved.

**C. KALMAN FILTERING**

The use of Kalman Filter for speech enhancement in the form that is presented here was first introduced by Paliwal (1987). This method however is best suitable for reduction of white noise to comply with Kalman assumption. In deriving Kalman equations it normally assumed that the process noise (the additive noise that is observed in the observation vector) is uncorrelated and has a normal distribution. This assumption leads to whiteness character of this noise. There are, however, different methods developed to fit the Kalman approach to colored noises.

It is assumed that speech signal is stationary during each frame, that is, the AR model of speech remains the same across the segment. To fit the one-dimensional speech signal to the state space model of Kalman filter we introduce the state vector as: equation (13)

\[
x(n) = [x(n-p+1), x(n-p+2), x(n-p+3),.., x(n)]^T
\]  

(13)

where \( x(n) \) is the speech signal at time \( n \). Speech signal is contaminated by additive white noise \( N(n) \):

\[
y(n) = x(n) + N(n)
\]  

(14)

The speech signal could be modelled with an AR process of order \( p \).

\[
X(k) = \sum a_i x(k-i) + u(k); i = 1...p
\]  

(15)

where \( a_i \)'s are AR (LP) coefficients and \( u(k) \) is the prediction error which is assumed to have a normal distribution \( \sim N(0,Q) \). Substituting equation (13) into equation (15) we get:
\[ x(k) = Ax(k-1) + Gu(k) \]  \hspace{1cm} (16)

where, \[ G = [0 0 \ldots 0]^T \]

\[ A = \begin{bmatrix} 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & 1 & 0 & \vdots \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ a_p & a_{p-1} & \ldots & \ldots & a_i \end{bmatrix} \]

\( G \) has a length of \( p \) (LP order) and the observation equation would be:

\[ y(k) = Hx(k) + n(k) \]  \hspace{1cm} (17)

where \( H = G^T \)

The Kalman filter, like other recursive methods, uses all the series history but with one advantage: it tries to estimate a stochastic path of the coefficients instead of a deterministic one. In this way it solves the possible estimation cut when structural changes happen. The Kalman filter uses the least square method to recursively generate a state estimator on \( k \) moment, which is unbiased minimum and variance linear. This filter is in equal terms with Gauss-Markov theorem and this gives to Kalman filter its enormous power to solve a wide range of problems on statistic inference. The filter is distinguished by its skill to predict the state of a model in the past, present and future, although the exact nature of the modeled system is unknown. Among the filter disadvantages we can find that it is necessary to know the initial conditions of the mean and variance state vector to start the recursive algorithm. There is no general consent over the way of determine the initial conditions. When it is developed for autoregressive models, the results are conditioned to the past information of the variable under study. In this sense the prognostic of the series over the time represents the inertia that the system actually has and they are efficient just for short time term.

**III. ADAPTIVE KALMAN FILTERING**

Gabrea and O'Shaughnessy have proposed estimating the noise and driving process variances using the property of the innovation sequence, obtained after a preliminary Kalman filtering with an initial gain. In this paper the signal is modeled as an AR process and a Kalman filter based-method is proposed by reformulating and adapting the approach proposed for control applications by Carew and Belanger. This method avoids the explicit estimation of noise and driving process variances by estimating the optimal Kalman gain. After a preliminary Kalman filtering with an initial sub-optimal gain, an iterative procedure is derived to estimate the optimal Kalman gain using the property of the innovation sequence. The performance of this algorithm is compared to the one of alternative speech enhancement algorithms based on the Kalman filtering. A distinct advantage of the proposed algorithm is that a VAD (voice activity detector) is not required. Another advantage of this algorithm compared to the one, similar in structure, presented in [8], is the superiority in terms of computational load. A filtering step is not required in the optimal Kalman gain estimation.

**A. NOISY SPEECH MODEL AND KALMAN FILTERING**

The speech signal \( s(n) \) is modeled as a \( p \)-th order order AR process

\[ s(n) = \sum_{i=1}^{p} a_i(n) s(n-i) + u(n) \]  \hspace{1cm} (18)

\[ y(n) = s(n) + v(n) \]  \hspace{1cm} (19)

Where \( s(n) \) is the \( n \)-th sample of the speech signal, \( y(n) \) is the \( n \)-th sample of the observation, and \( a_i(n) \) is the \( i \)-th AR parameter.

This system can be represented by the following state-space model:

\[ x(n) = F(n) x(n-1) + Gu(n) \]  \hspace{1cm} (20)
\[ y(n) = Hx(n) + v(n) \]  

(21)

Where:

1. The sequence \( u(n) \) and \( v(n) \) are uncorrelated Gaussian white noise with zero means and the variables \( \sigma_u^2 \) and \( \sigma_v^2 \)
2. \( x(n) \) is the \( p \times 1 \) state vector

\[ x(n) = [s(n-p+1) \cdots s(n)]^T \]

(22)

3. \( F \) is the \( p \times p \) transition matrix

\[
F = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
a_p & a_{p-1} & a_{p-2} & \cdots & a_1
\end{bmatrix}
\]

4. \( G \) and \( H \) are, respectively, the \( p \times 1 \) input vector and the \( 1 \times p \) observation row vector which is defined as follows

\[ H = G^T = [0 \ 0 \ \cdots \ 0 \ 1] \]

The standard Kalman filter [24][25] provides the up-dating state vector estimator equations:

\[ e(n) = y(n) - H \hat{x}(n/n - 1) \]

(23)

\[ \hat{x}(n/n) = \hat{x}(n/n - 1) + K(n)e(n) \]

(24)

\[ \hat{x}(n+1/n) = F \hat{x}(n/n) \]

(25)

Where \( \hat{x}(n/n - 1) \) is the minimum mean-square estimate of the state vector \( x(n) \) given the past observations \( y(1), \ldots, y(n-1), x(n/n) \) is the filtered estimate of the state vector \( x(n) \), \( e(n) \) is the innovation sequence and \( K(n) \) is the Kalman gain. The estimated speech signal can be retrieved from the state-vector estimator:

\[ \hat{s}(n) = H \hat{x}(n/n) \]

(26)

The noise variances \( \sigma_u^2 \) and \( \sigma_v^2 \) are needed to compute the Kalman gain \( K(n) \). However, the transition matrix and the Kalman gain are unknown and hence must be estimated. The parameter estimation (the transition matrix and the optimal Kalman gain) is presented in the next section.

### B. ESTIMATION OF TRANSITION MATRIX

The estimation of the transition matrix, which contains the AR speech model parameters, was made using the modified Yule-Walker equations. The estimation of the optimal Kalman gain is derived using the property of the innovation sequence, obtained after a preliminary Kalman filtering with an initial gain.
In our approach, getting F requires the AR parameter estimation. This issue being outside the scope of the present paper we propose to estimate the AR parameters from modified Yule-Walker equations [26], even if this approach may sometimes lead to unsatisfactory performances, especially for wideband signals [27]:

\[
\begin{align*}
\hat{a}_p &= \left[ \begin{array}{c}
    r_{yy}(1) \\
    \vdots \\
    r_{yy}(p) \\
\end{array} \right] \times \left[ \begin{array}{c}
    r_{yy}(p+1) \\
    \vdots \\
    r_{yy}(2p+1) \\
\end{array} \right] \\
\end{align*}
\]

(27)

Where \( r_{yy}(k) = E[y(n)y(n-k)] \) denotes the observation autocorrelation function, \( E[.] \) denotes the expectation, \([.]^\dagger\) denotes the pseudo inverse operator and \( l \geq 0 \)

### C. ESTIMATION OF THE OPTIMAL GAIN

It is known that in the optimal case the innovation process is orthogonal to all past observations \( y(1), \ldots, y(n-1) \) and it consists of a sequence of random variables that are orthogonal to each other. In this case the autocorrelation of the innovation process \( r_{ee}(k) = E[e(n)e(n-k)] \) is zero for \( k > 0 \). Let a sub-optimal Kalman gain \( K^* \), \( x^*(n/ln-1) \) the estimate of the state vector \( x(n) \) given the past observation \( y(1), \ldots, y(n-1) \) and \( e^*(n) = y(n) - Hx^*(n/ln-1) \) the innovation sequence obtained using the Kalman gain \( K^* \). In this case the innovation sequence \( e^*(n) \) is not a white process and \( r_{ee}^*(k) = E[e^*(n)e^*(n-k)] \) is not zero for \( k > 0 \). Let define the difference estimate vector \( \tilde{x}(n/ln-1) \) obtained by difference between the estimates of \( x(n) \) using the optimal and respectively the sub-optimal Kalman gain and \( M(n/ln-1) = E[\tilde{x}(n/ln-1)\tilde{x}^T(n/ln-1)] \) the difference estimate correlation matrix. In the steady-state \( K(n) \sim K \) and \( M(n/ln-1) \sim M \) Using the transition estimation matrix \( \hat{F} \), the standard Kalman filter equations (8)-(10) and the state space model equations (3)(4), the innovation autocorrelation function \( r_{ee}^*(k) \) is computed as:

\[
\begin{align*}
    r_{ee}^* &= H[\hat{F}(I-K^*H)]p^{-1} \hat{F} \times [(I-K^*H)MH^T + (K-K^*)r_{ee}(0)] \quad k \geq 0 \\
    r_{ee}^*(0) &= HMH^T + r_{ee}(0)
\end{align*}
\]

(28)

(29)

Using the equation (28), the optimal steady-state Kalman gain is obtained as

\[
K = K^* - (I-K^*H)MH^T / r_{ee}^*(0)
\]

(30)

Using the steady-state Riccati equation [24] the difference estimate correlation matrix is obtained as:

\[
M = \hat{F}(I-K^*H)M(I-K^*H)^T \hat{F} + r_{ee}(0)(K-K^*)(K-K^*)^T
\]

(31)
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Carew and Belanger have proposed an iterative method to solve the equations \((29)(30)(31)\) in terms of \(r_{ee}(0)\), \(K\) and \(M\). Adapting this method in our case, in the first iteration we start with \(M^{(0)}\) the initial value of \(M\), compute the first estimates of innovation autocorrelation \(r_{ee}^{(0)}(0)\) using \((29)\) and compute the first estimate of the optimal Kalman gain \(K^{(0)}\) using \((30)\). After \(I\) iterations the estimates of \(r_{ee}(0)\), \(K\) and \(M\) are:

\[
r_{ee}^{(i)}(0) = r_{ee}^{*}(0) - HM^{(0)}H^T
\]

\[
K^{(i)} = K^{*} - (I - K^{*}H)MH^T / r_{ee}(0) + \begin{bmatrix}
H \hat{F} \\
H[I - K^{*}H] \hat{F} \\
\vdots
\end{bmatrix}^{-1} \begin{bmatrix}
r_{ee}^{*}(1) \\
r_{ee}^{*}(2) \\
\vdots
r_{ee}^{*}(p)
\end{bmatrix} / r_{ee}(0)
\]

\[
M^{(i+1)} = \hat{F}^{T} (I - K^{*}H) M^{(i)} (I - K^{*}H)^T \hat{F} + r_{ee}^{(i)}(0)(K - K^{*})(K - K^{*})^T
\]

IV. SIMULATION RESULTS

The approach was tested using a speech signal with an additive Gaussian white noise. The speech signals are the sentences from a noisy speech corpus(NOICEUS) data base. The sentences were originally sampled at 25Khz and down sampled at 8Khz. The following signal represent a original speech signal recorded at the gain of 15dB.

![Fig.1.Original speech](image)

We observed the following estimated speech signal after filtering by using Spectral subtraction method, Wiener filtering (TSNR: Two Step Noise Reduction & HRNR: Harmonic Regeneration Noise Reduction ) and Adaptive Kalman filtering having improvement in the SNR values ,which indicates the quality of voice. After comparison of the outputs of three kind of filters we observed that Kalman provides best quality of speech.
The following table shows the output SNR of three types of filters for an input speech signal at different gain levels.

<table>
<thead>
<tr>
<th>Type Of Filter</th>
<th>Value of SNR before filtering</th>
<th>Value of SNR after filtering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral Subtraction</td>
<td>5 10 15</td>
<td>-20.13 -19.4 -20.1</td>
</tr>
<tr>
<td>Wiener HRNR Filter</td>
<td>5 10 15</td>
<td>-0.06 -0.98 -0.22</td>
</tr>
<tr>
<td>Adaptive Kalman Filter</td>
<td>5 10 15</td>
<td>-0.07 -0.21 -1.20</td>
</tr>
<tr>
<td>Kalman Filter</td>
<td>5 10 15</td>
<td>1.33 1.60 1.34</td>
</tr>
</tbody>
</table>

Table 1. Comparison chart for different SNR’s of a male speech signal at Train
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